
A
C

M
Eb

ot
 S

ce
na

rio

AC
M

Eb
ot

 A
ss

em
bl

y 
Se

rv
ice

Cu
st

om
er

Place 
RFQ

Receive 
RFQ

Plan 
Assembling

Check 
Availability of 

Parts

Send
Offer

Receive
Offer

Order 
Unavailable Parts

Schedule 
Assembling

Ship

Create
Final Bill

Charge
Customer  
Account

Send 
Invoice

Generate 
Offer

Receive Product Receive Invoice
Decide 
on Offer

Place 
Order

Receive 
Order

Product 
Assembled

Wait for
Finished

Assembling

Wait for
Parts

Cancel 
Order

Cancel 
Order

Quality 
Control

Figure 1. High-Level Scenario Illustration (Originally Published in [1])

data set were created by repeatedly triggering the service
composition with varying parameterizations and levels of
parallelization over the course of approximately three hours.
In the data set, some instances have been executed exactly as
defined, while one or more adaptations (e.g., invoking one
of the base services with higher priority) have been applied
to others. Adaptations have been selected at random, i.e.,
no concrete predicted performance problem has led to these
adaptations. Please find some base information about that
data set in Table I.

# of Instances (Total) 9848
# of Instances (Not Adapted) 3660
# of Instances (Adapted) 6188
# of Attributes 89
# of Activities of Monitored Composition 45
# of Service Invocation Activities 23
Mean Process Duration 36208 ms
Process Duration Standard Deviation 6227 ms

Table I
DATA SET BASE STATISTICS

The data set is formatted in WEKA ARFF format4,
so that the data can be loaded easily using the WEKA
machine learning toolkit. Every line in the data set is a
single composition instance. Lines are whitespace-separated
list of attribute values. Some values contain whitespace
themselves, these are enclosed with ’ ’. The special character
? identifies a missing attribute value. The first value in each
row is an UUID identifying the instance. The following
values are various metrics, which can be monitored from
the running instance, such as response times of services, the
ordered product, the duration of subbranches, and similar.
From these values, the most interesting is the first attribute
(DELIVERY_TIME), which represents the duration of the
process instance as a whole. The boolean attributes at the
end of each line are indicators of whether a given adaptation

4http://www.cs.waikato.ac.nz/ ml/weka/arff.html

action has been applied to this instance. 1 indicates that this
action has been applied, 0 that it has been skipped. The
concrete semantics of each adaptation are implementation-
specific, and cannot be described here for reasons of brevity.
More information on each attribute is provided inline.

IV. ONGOING WORK

We are currently collaborating with experts within the S-
Cube Network of Excellence [5] to align our case study
implementation (and, in turn, the data set) more with indus-
trial practice. We plan to also make all future versions of
the data set publicly available via our web page, just like
the current incarnation.
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